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Introduction and Motivation
• There	is	an	ongoing	need	to	monitor	the	operation	of	existing	nuclear	reactors	and	detect	
undeclared	reactors,	safeguard	nuclear	material	including	spent	fuel,	and	detect	nuclear	tests.	

• Technologies	are	sought	that	can	complement	the	existing	methods:	increase	sensitivity,	improve	
confidence,	resolve	ambiguities.	

• Antineutrino	detection	has	been	identified	as	a	promising	method	for	proliferation	measurements.	

geoneutrinos.org~1020	cm2	/	GWth
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Methods for antineutrino detection
Inverse	beta	decay Electron	elastic	scattering Coherent	elastic	neutrino-

nucleus	scatting	(CEνNS)

• 1.8-MeV	energy	threshold	
• Technologically	mature	
• Flavor	sensitive

Electron Neutrino Scattering
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• No	energy	threshold	
• Highly	directional	
• Low	cross	section	
• Susceptible	to	backgrounds

• No	energy	threshold	
• The	greatest	cross	section	of	
all	neutrino-matter	couplings	

• Flavor	blind

delayed muon antineutrinos !nm—each with char-
acteristic energy and time distributions (fig. S2),
and all having a similar CEnNS cross section for a
given energy. During beam operation, approx-
imately 5 × 1020 protons-on-target (POT) are
delivered per day, each proton returning ~0.08
isotropically emitted neutrinos per flavor. An
attractive feature is the pulsed nature of the
emission: 60 Hz of ~1 ms–wide POT spills. This
allows us to isolate the steady-state environmental
backgrounds affecting a CEnNS detector from
the neutrino-induced signals, which should occur
within ~10-ms windows after POT triggers. Similar
time windows preceding the triggers can be
inspected to obtain information about the nature
and rate of steady-state backgrounds, which can
then be subtracted (31, 34). A facility-wide 60-Hz
trigger signal is provided by the SNS at all times.
As large as this neutrino yield may seem,

prompt neutrons escaping the iron and steel
shielding monolith surrounding the mercury
target (Fig. 2) would swamp a CEnNS detector
sited at the SNS instrument bay. Neutron-
induced nuclear recoils would largely dominate
over neutrino-induced recoils, making experi-
mentation impossible. This led to a systematic
investigation of prompt neutron fluxes within
the SNS facility (34). A basement corridor, now
dubbed the “neutrino alley,” was found to offer
locations with more than 12 m of additional
void-free neutron-moderating materials (concrete,
gravel) in the line of sight to the SNS target
monolith. An overburden of 8 m of water equiv-
alent (m.w.e.) provides an additional reduction
in backgrounds associated with cosmic rays. The
CsI[Na] CEnNS detector and shielding described
next were installed in the corridor location nearest
to the SNS target (Fig. 2).
The advantages of sodium-doped CsI as a

CEnNS detection material, its characterization
for this application, and background studies using
a 2-kg prototype are described in (31). Heavy
cesium and iodine nuclei provide large cross sec-
tions and nearly identical response to CEnNS
(Fig. 1B) while generating sufficient scintillation
for the detection of nuclear recoil energies down
to a few keV. We performed supplementary cal-
ibrations of the final 14.6-kg CsI[Na] crystal before
its installation at the SNS, as well as studies of
the scintillation response to nuclear recoils in
the relevant energy region (34). In addition to
these, an initial dedicated experiment was per-
formedat the chosendetector location,measuring
the very small flux of prompt neutrons able to
reach this position and constraining the max-
imum contribution from the neutrino-induced
neutron (NIN) background that can originate in
lead shielding surrounding the detector (Fig. 1B)
(34). The conclusion from this measurement was
that a CEnNS signal should largely dominate over
beam-related backgrounds. The level of steady-
state environmental backgrounds achieved in the
final crystal slightly improved on expectations
based on the prototype in (31), mostly because
of refinements in data analysis and the presence
of additional shielding. Further information about
the experimental setup is provided in (34).
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Fig. 1. Neutrino interactions. (A) Coherent elastic neutrino-nucleus scattering. For a
sufficiently small momentum exchange (q) during neutral-current neutrino scattering (qR < 1,
where R is the nuclear radius in natural units), a long-wavelength Z boson can probe the
entire nucleus and interact with it as a whole. An inconspicuous low-energy nuclear recoil is
the only observable. However, the probability of neutrino interaction increases substantially
with the square of the number of neutrons in the target nucleus. In scintillating materials, the
ensuing dense cascade of secondary recoils dissipates a fraction of its energy as detectable
light. (B) Total cross sections from CEnNS and some known neutrino couplings. Included
are neutrino-electron scattering, charged-current (CC) interaction with iodine, and inverse beta
decay (IBD). Because of their similar nuclear masses, cesium and iodine respond to CEnNS
almost identically. The present CEnNS measurement involves neutrino energies in the range
~16 to 53 MeV, with the lower bound defined by the lowest nuclear recoil energy measured
(fig. S9) and the upper bound by SNS neutrino emissions (fig. S2). The cross section for
neutrino-induced neutron (NIN) generation following 208Pb(ne, e

– xn) is also shown, for single
and double neutron production. This reaction, originating in lead shielding around the detectors,
can generate a potential beam-related background affecting CEnNS searches. The cross
section for CEnNS is more than two orders of magnitude larger than for IBD, the mechanism
used for neutrino discovery (35).

Fig. 2. COHERENTdetectors populating the “neutrino alley” at the SNS. Locations in this
basement corridor profit from more than 19 m of continuous shielding against beam-related neutrons
and a modest 8 m.w.e. overburden able to reduce cosmic ray–induced backgrounds, while sustaining an
instantaneous neutrino flux as high as 1.7 × 1011 nm cm

–2 s–1.
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Mission Relevance 
Detection	and	monitoring	of	plutonium	production	

scales roughly like Q5, where Q is the energy released in
the decay. Therefore, the detectable antineutrino signal for
most fission fragments decays within hours to days after
fission ends. There are, however, a handful of isotopes that
have a two-stage decay, where the first decay has very small
Q, and thus a resulting long lifetime, followed by a fast
decay with Q > 1.8 MeV. The most notable example is
strontium-90, which decays with a half-life of 28.90 yr to
yttrium-90, which in turn decays within hours to the stable
zirconium-90 with Q ¼ 2.22801 MeV [14]. Strontium-90
is produced in around 5% of all fission events [15–17]. The
isotopes with the next-longest lifetimes with antineutrino
emission above 1.8 MeV in their decay chains are
ruthenium-106 (371.8 days [18]) and cerium-144
(284.91 days [19]). As a result, the detectable antineutrino
emission of spent nuclear fuel after more than a few years is
entirely given by strontium-90. It is worth noting that
strontium-90 (like all other fission fragments) remains in
the high-level waste resulting from reprocessing using the
widely employed plutonium uranium redox extraction
(PUREX) process. In Fig. 1, we plot the number of electron
antineutrinos emitted per second, per MeV, and per ton of
spent nuclear fuel as a function of the antineutrino energy
for fuel elements of different ages. We assume a burnup2 of
45 GW days. As expected, we observe a softening of the
spectrum over time, as short-lived isotopes with large Q
values decay away. Note, however, that even after 100 yr a

nonzero flux remains above the energy threshold of
1.8 MeV for inverse beta decay.

III. DRY-CASK STORAGE FACILITIES

As long-term storage facilities for spent nuclear fuel are
becoming available only slowly, temporary storage solu-
tions have become a necessity. Once fuel elements have
been allowed to cool in a spent fuel pool for approximately
10 yr [21,22] after discharge from the reactor, they are
typically transferred to dry storage casks, large shielded
steel cylinders several meters tall, each of them holding
approximately 14–24 tons of spent nuclear fuel elements
with a uranium content of 10–17 tons [22–24]. The layout
of a typical dry storage facility is shown in Fig. 2. Even
though safety and security measures are in place to protect
such facilities, manipulations are imaginable. The core of
the International Atomic Energy Agency’s methodology
for spent fuel is so-called continuity of knowledge (CoK):
The amount and type of fuel loaded into a cask is monitored
and recorded, the cask is closed, and a tamper-proof seal is
applied. As long as the seal is intact and the records are
available, the resulting CoK allows one to infer with a great
deal of certainty the contents of the cask. However, even
during routine operations it is conceivable that records are
inaccurate or lost or that seals are compromised. Several
methods based on neutron or gamma-ray detection are
under development to restore CoK in this case; see, for
instance, Ref. [1].

10 yr
100 yr

FIG. 1. The spectrum of electron antineutrinos emitted by spent
nuclear fuel as a function of the time after discharge from the
reactor. We also indicate in gray the area below the threshold for
inverse beta decay, the dominant antineutrino-detection process,
at 1.8 MeV. The data underlying this plot are available in
Supplemental Material [20].

Vertical
storage
casks

Empty
holds

Horizontal
storage
casks

80 t yr50 m

40 t yr

20 t yr

Half–
empty
holds

FIG. 2. The dry storage facility at the Surry Nuclear Power
Plant in Virginia, USA [23]. Filled storage casks, highlighted in
yellow, contain 9–16 MTU each. In the benchmark scenario
discussed in the text, we assume that 50% of the spent fuel in two
15-MTU casks (marked in red) has gone missing. Colored
contours indicate the exposure (in ton years) required to establish
the loss of nuclear material at the 90% confidence level.

2Burnup is a measure of how much energy per unit mass has
been extracted from nuclear fuel. It is directly proportional to the
total number of fissions and thus to the strontium-90 content and
the antineutrino emission rate.

BRDAR, HUBER, and KOPP PHYS. REV. APPLIED 8, 054050 (2017)

054050-2

V.	Brdar	et	al.,	Phys.	Rev.	
Applied	8,	054050	(2017)
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Figure 8.6. (a) Predicted interaction spectrum for CNNS on LAr. (b) Predicted
interaction spectrum for inverse �-decay on (CH2)n. Note CNNS interaction occurs for
the low-energy neutrinos, while inverse �-decay has a 1.804 MeV threshold.
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Figure 1.9. The cross section for CNNS (red) scales with the square of the number of
neutrons, while the average recoil energy (blue) scales inversely with the atomic mass
number of the target nucleus. Selection of the detection medium requires that this trade-
o↵ be made. Values shown here assume that the proton number Z is equal to the neutron
number N , and that the neutrino energy is 5 MeV.

sensor (TES), in which the resistance of a superconductor exhibits a sharp in-

crease based on the amount of heat deposited into the crystal. CDMS utilizes Ge

crystals with a total mass of ⇠1 kg and an additional ⇠500 g Si detector mass.

Based on the demonstrated performance of CDMS, it is predicted that the current

CDMS detectors could observe CNNS at a nuclear reactor, with an expected Ge

detection threshold of ⇠40 eVr [43, 44]. However, to do so would require a dedi-

cated experiment and significant resources to move the experimental setup near a

nuclear reactor, where the backgrounds for this type of detector have not been pre-

viously measured. Additionally, due to the nature of the CDMS detector design,

the detector volume is limited and not easily scalable.

Solid state ionization detectors are attractive candidates for detecting CNNS

due to the ease of operation, good energy resolution, and sensitivity to low energy

signals. One potential detector is the Ultra-Low Germanium Neutrino detection

system (ULGeN), a collaboration between Sandia National Lab, Lawrence Berkeley

National Lab, and UC Berkeley. The ULGeN detector is a point-contact BEGe

Figure 3 displays ourmain result, derived from
15months of accumulated live time (fig. S1).When
comparing CsI[Na] signals occurring before POT
triggers and those taking place immediately after,
we observe a high-significance excess in the
second group of signals, visible in both the energy
spectrum and the distribution of signal arrival
times. This excess appears only during times of
neutrino production (“Beam ON” in the figure).
The excess follows the expected CEnNS signature
very closely, containing only a minimal contam-
ination from beam-associated backgrounds (34).
NINs have a negligible contribution, even smaller

than that from prompt neutrons, shown in the
figure. The formation of the excess is strongly
correlated to the instantaneous power on target
(fig. S14). All neutrino flavors emitted by the SNS
contribute to reconstructing the excess, as ex-
pected from a neutral current process. Stacked
histograms in Fig. 3 display the standard model
CEnNS predictions for prompt nm and delayed ne,
!nm emissions. Consistency with the standard
model is observed at the 1s level (134 ± 22 events
observed, 173 ± 48 predicted). A two-dimensional
(energy, time) profile maximum likelihood fit
favors the presence of CEnNS over its absence
at the 6.7s level (fig. S13). Further details and a
discussion of uncertainties are provided in (34),
together with similar results from a parallel
analysis (fig. S11).
Figure 4 shows an example of CEnNS applica-

tions: improved constraints on nonstandard inter-
actions between neutrinos and quarks, caused by
new physics beyond the standard model (9–11).
These are extracted from the maximum devia-
tion from standard model CEnNS predictions
allowed by the present data set (34), using the
parametrization in (30, 33).
As our experiment continues to run, neutrino

production is expected to increase in late 2017
by up to 30% relative to the average delivered
during this initial period. In addition to CsI[Na],
the COHERENT collaboration currently operates
a 22-kg single-phase liquid argon (LAr) detector,
185 kg of NaI[Tl] crystals, and three modules
dedicated to the study of NIN production in
several targets (Fig. 2). Planned expansion includes
a ~1-ton LAr detector with nuclear/electron recoil
discrimination capability, an already-in-hand
2-ton NaI[Tl] array simultaneously sensitive to
sodiumCEnNS and charged-current interactions in
iodine (Fig. 1B), and p-type point contact germa-
niumdetectors (24) with sub-keV energy threshold.
We intend to pursue the new neutrino physics op-
portunities providedbyCEnNSusing this ensemble.

REFERENCES AND NOTES

1. F. J. Hasert et al., Phys. Lett. B 46, 138–140 (1973).
2. D. Z. Freedman, Phys. Rev. D 9, 1389–1392 (1974).
3. A. Drukier, L. Stodolsky, Phys. Rev. D 30, 2295–2309

(1984).
4. A. J. Anderson et al., Phys. Rev. D 86, 013004 (2012).
5. B. Dutta et al., Phys. Rev. D 94, 093002 (2016).
6. T. S. Kosmas, D. K. Papoulias, M. Tórtola, J. W. F. Valle,

Probing light sterile neutrino signatures at reactor and
spallation neutron source neutrino experiments; https://arxiv.
org/abs/1703.00054 (2017).

7. A. C. Dodd, E. Papageorgiu, S. Ranfone, Phys. Lett. B 266,
434–438 (1991).

8. T. S. Kosmas, O. G. Miranda, D. K. Papoulias, M. Tórtola,
J. W. F. Valle, Phys. Rev. D 92, 013011 (2015).

9. J. Barranco, O. G. Miranda, T. I. Rashba, Phys. Rev. D 76,
073008 (2007).

10. P. deNiverville, M. Pospelov, A. Ritz, Phys. Rev. D 92, 095005
(2015).

11. B. Dutta, R. Mahapatra, L. E. Strigari, J. W. Walker, Phys. Rev. D
93, 013015 (2016).

12. K. Patton, J. Engel, G. C. McLaughlin, N. Schunck, Phys. Rev. C
86, 024612 (2012).

13. L. M. Krauss, Phys. Lett. B 269, 407–411 (1991).
14. L. Stodolsky, paper presented at Neutrino Astrophysics,

Ringberg Castle, Tegernsee, Germany, 20–24 October 1997;
https://arxiv.org/abs/astro-ph/9801320v1 (1998).

15. Y. Kim, Nucl. Eng. Technol. 48, 285–292 (2016).
16. J. R. Wilson, Phys. Rev. Lett. 32, 849–852 (1974).
17. D. N. Schramm, W. D. Arnett, Phys. Rev. Lett. 34, 113–116

(1975).
18. D. Z. Freedman, D. N. Schramm, D. L. Tubbs, Annu. Rev. Nucl.

Sci. 27, 167–207 (1977).
19. J. Billard, E. Figueroa-Feliciano, L. Strigari, Phys. Rev. D 89,

023524 (2014).
20. B. Cabrera, L. M. Krauss, F. Wilczek, Phys. Rev. Lett. 55, 25–28

(1985).
21. C. Braggio, G. Bressi, G. Carugno, E. Feltrin, G. Galeazzi, Nucl.

Instrum. Methods Phys. Res. A 568, 412–415 (2006).
22. J. A. Formaggio, E. Figueroa-Feliciano, A. J. Anderson, Phys.

Rev. D 85, 013009 (2012).
23. S. A. Golubkov et al., Instrum. Exp. Tech. 47, 799–808

(2004).
24. P. S. Barbeau, J. I. Collar, O. Tench, J. Cosmol. Astropart. Phys.

09, 009 (2007).
25. A. Aguilar-Arevalo et al., J. Phys. Conf. Ser. 761, 012057

(2016).
26. C. J. Horowitz, K. J. Coakley, D. N. McKinsey, Phys. Rev. D 68,

023005 (2003).
27. A. Bondar et al., Nucl. Instrum. Methods Phys. Res. A 574,

493–499 (2007).
28. D. Yu. Akimov et al., J. Instrum. 8, P10023 (2013).

Akimov et al., Science 357, 1123–1126 (2017) 15 September 2017 3 of 4

Fig. 3. Observation of coherent
elastic neutrino-nucleus scattering.
(A and B) Residual differences
(data points) between CsI[Na] signals
in the 12 ms after POT triggers and
those in a 12-ms window before,
as a function of (A) their energy
(number of photoelectrons detected)
and (B) event arrival time (onset of
scintillation). Steady-state
environmental backgrounds contrib-
ute to both groups of signals equally,
vanishing in the subtraction. Error
bars denote SD. These residuals are
shown for 153.5 live days of
SNS inactivity (“Beam OFF”) and
308.1 live days of neutrino production
(“Beam ON”), over which 7.48 GWh of
energy (~1.76 × 1023 protons) was
delivered to the mercury target.
Approximately 1.17 photoelectrons are expected per keV of cesium or iodine nuclear recoil energy (34). Characteristic excesses closely following the standard
model CEnNS prediction (histograms) are observed for periods of neutrino production only, with a rate correlated to instantaneous beam power (fig. S14).

Fig. 4. Constraints on nonstandard neutrino-
quark interactions.The blue region represents
values allowed by our data set at 90% confi-
dence level (c2min < 4.6) in euVee ; e

dV
ee space. These

quantities parameterize a subset of possible
nonstandard interactions between neutrinos
and quarks, where euVee ; e

dV
ee = 0,0 corresponds to

the standard model of weak interactions, and
indices denote quark flavor and type of cou-
pling. The gray region shows an existing con-
straint from the CHARM experiment (34).
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1.4.1.3 Recoil Energy

The recoil energy for a given CNNS interaction is given by

Er =
�2

2MA
[32], (1.15)

where M is the nucleon mass and A is the atomic mass number. By convolving

the di↵erential cross section, Equation (1.11), with the recoil energy per scattering

angle, Equation (1.15), the average recoil energy for a target material is calculated

to be
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1
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max gives the recoil energy of

hEri =
2

3

"�
E

MeV

�2

A

#
keV[32]. (1.17)
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then the di↵erential cross section, Equation (1.9) can be expressed as

d�

d�2
=

G2

8⇡
[Z(4sin2✓W � 1) � N ]2


1 � �2

�2
max

�
, (1.11)

where �2
max is the maximum momentum transfer. The total cross section for

interaction is calculated by integrating over � to obtain

� =
G2

16⇡
[Z(4sin2✓W � 1) � N ]2�2

max. (1.12)

With a maximum momentum transfer of 4E2, the total cross section becomes

� =
G2[Z(4sin2✓W � 1) � N ]2

4⇡
E2

⌫ . (1.13)

Under the assumption of zero proton number dependence, the cross section can be

approximated as

� ⇠ 0.4 ⇥ 10�44N2

✓
E⌫

MeV

◆2

cm2. (1.14)

1.4.1.3 Recoil Energy

The recoil energy for a given CNNS interaction is given by

Er =
�2

2MA
[32], (1.15)

where M is the nucleon mass and A is the atomic mass number. By convolving

the di↵erential cross section, Equation (1.11), with the recoil energy per scattering

angle, Equation (1.15), the average recoil energy for a target material is calculated

to be

hEri =
1

3

�2
max

2MA
. (1.16)

Substituting �2
max gives the recoil energy of

hEri =
2

3

"�
E

MeV

�2

A

#
keV[32]. (1.17)

The	key	challenge	is	detecting	low-energy	nuclear	recoils!	

• CEνNS	was	detected	for	the	first	time	in	2017	in	
an	accelerator	experiment	at	the	ORNL	Spallation	
Neutron	Source	

• Detection	medium:	~15	kg	of	CsI(Na)	
• Powerful	background	determination	due	to	time	
structure	of	accelerator	signal	

• Such	time	structure	is	not	available	for	relevant	
nonproliferation	use	cases
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Figure 1.12. As the particle interacts within the liquid region, it produces primary
scintillation (S1) light and ionization. The resulting ionization is then drifted to the
gaseous amplification region where electroluminescence occurs and the secondary pro-
portional scintillation (S2) light is detected by the PMTs, thereby providing an energy
deposition within the detector.

An important property of the scintillation light produced is the wavelength at

which the light is emitted. The scintillation light in Xe is produced at a wavelength

of 178 nm [62], while in Ar it is produced at 128 nm [62]. This means that it is

possible for the Xe scintillation light to be detected directly by the PMTs [69, 70],

while the Ar scintillation light must be shifted to a higher wavelength for detection

[71].

1.5.1 Wavelength Shifting of Argon Scintillation Light

There are two standard methods for wavelength shifting of the scintillation light

from Ar. The first method consists of adding a dopant to the argon in order to

quench the scintillation process and emit a di↵erent wavelength scintillation light

[65]. The primary dopant used is nitrogen (N2) [66, 72], Section 1.5.1.1. While

• Scalable	target	mass	in	liquid	phase	
• Wavelength	shifting	from	128	nm	primary	Ar	
scintillation	

• Primary	scintillation	(S1)	not	detectable	for	
low-energy	nuclear	recoils	

• High	efficiency	for	electron	transport;	position	
sensitivity	in	time	projection	chamber	

• High	electron	extraction	efficiency	into	gas	
phase	

• Secondary	scintillation	(S2)	proportional	to	
electron	yield	

• Low-energy	nuclear	recoil	yield	(quenching)	has	
been	unknown
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The transformation of neutron scattering data from
measured PE to detected electrons required a single-
electron calibration from previous data because single
electrons were not observed in sufficiently high rates
during this experiment. Previous measurements with this
detector found7.8!0.1 PEs per detected electron (PE=e−)
with a systematic uncertainty of 10% due to the difficulty
in localizing the (x, y) coordinates of the single-electron
signals. A value of 10.4!0.2 PE=e− was used in the
present analysis. The 33% increase in light yield resulted
from a larger electric field and physical gap in the propor-
tional scintillation region, and was obtained using the 2.82-
keV peak from 37Ar K capture (2.82 keV released in x rays/
Auger electrons [12]) acquired across a range of electric
field configurations. The statistical and systematic uncer-
tainties of this calibration were 2% and 10%, respectively.
Backgrounds during these measurements were domi-

nantly beam related—namely, 24 keV neutrons that transit
the iron filter, gammas from 7Liðp; p’Þ7Li within the
lithium target, and neutron-capture gammas—and were
proportional to the proton current on the target. Data were
normalized by the integrated proton current and corrected
for the live time fraction of the data acquisition system. The
normalized spectra were then subtracted as shown in Fig. 1.
A detailed Monte Carlo N-particle (MCNP)-PoliMi [13]

simulation, using the ENDF/B-VII.1 library, was performed
to model the expected single-scatter spectra in both the
signal and background detector configurations, as shown in
Fig. 2. For comparison with data as shown in Fig. 1, the
simulated spectra were first converted from recoil energy
to a number of electrons via a constant ionization yield
(Qy). Then a resolution term was applied, defined as
σðneÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
neðF0 þ σ2eÞ

p
, where ne is the number of detected

electrons and σe ¼ 0.37 is the measured single-electron

resolution. The term F0 ≡ F þ R accounts for the Fano
factor (F) and recombination fluctuations (R). The third
free parameter in the fit was the rate normalization.
A χ2 comparison between the simulation and the back-

ground-subtracted spectrum was made using a parametric
scan across the free parameters (Qy, F0, and rate normali-
zation), resulting in the confidence level contours shown
in Fig. 3. The region of interest for each drift field was
selected to focus on the location of the end-point shoulder.
The statistical uncertainty of the best-fit Qy value was
defined by the extent of the 68% confidence level contours.
We emphasize that this analysis was focused solely on

extracting the ionization yield at the end point and makes
no attempt to extract information about ionization yields
below 6.7 keV. This is because at energies below the end
point, it is not possible to uniquely resolve the degeneracy
between the free parameters in the model. The most robust
method of accessing information about Qy at smaller recoil
energies is to decrease the end-point energy [11]. To
estimate the systematic uncertainty associated with the
assumption that Qy is constant with recoil energy, we
repeated the analysis for each data set with the linear slope
of the ionization yield as an additional free parameter. For
all but the smallest value of E, the best fit was obtained for a
slope of about −0.8Qy=keV and a slightly lower end-point
Qy. This is quoted as a systematic uncertainty for each drift
field in Table I. Additionally, we repeated the analysis using
a simple step function for the input nuclear recoil spectrum,
to approximate the ideal S-wave recoil spectrum from
monoenergetic 70 keV neutrons (this is not shown in
Fig. 2). This provided a conservative approximation of the
uncertainty due to underlying uncertainties in the differ-
ential nuclear cross-section data, used in the MCNP-Polimi
simulation. The systematic uncertainty associated with
subtraction of background data was assessed using an
exponential fit to background data (> 11 electrons). Using
the best-fit exponential for subtraction yielded the same
best-fit Qy. Varying the exponential constant !15%
resulted in a !1–3% shift in the best-fit Qy.
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Table I summarizes the statistical and systematic uncer-
tainties present in the ionization yield results. The statistical
uncertainty of the best-fit mean is quoted. Asymmetric
uncertainties were attributed to several of the listed param-
eters as a result of their underlying nature. Uncertainties
were added in quadrature when combined.
Results and discussion.—The number of electrons

detected from 6.7-keV nuclear recoils as a function of
applied electric drift field is shown in Fig. 4 and the
ionization yield with uncertainties is listed in Table II. The
strong dependence on the electric drift field is in reasonable
agreement with recent observations in the scintillation
channel [6], consistent with the expected anticorrelation
of scintillation and ionization. The different recoil energies
and the lack of absolute scintillation yields in Ref. [6]
prevent a quantifiable comparison.
This field dependence is understood to be a suppression

of ion-electron recombination along the ionization track
and is extensively discussed in Ref. [4]. In order to fit our

data we consider an empirical modification [14,15] of the
Thomas-Imel box model [16],

ne ¼
Ni

ξ
ln ð1 þ ξÞ; ξ ¼ NiC

Eb : (1)

Ni is the number of initial ion-electron pairs produced, ne
is the number of electrons that escape recombination, E is
the applied electric field, and b and C are constants. The
electric drift-field dependence is modified from the original
model to have a power-law dependence, ξ ∝ E−b. The
number of initial ion-electron pairs may be written as

Ni ¼
fE

ϵð1 þ Nex=NiÞ
; (2)

where E is the amount of energy deposited in the track, f is
the fraction of energy lost through ionization and atomic
excitation (unity for electronic recoils) often termed a
quench factor, ϵ ¼ 19.5 eV is the average energy required
to produce a quantum (excitation or ionization) in liquid
argon [17], and Nex is the number of initial excitations. The
ratio Nex=Ni ¼ 0.21 was measured for electronic recoils in
liquid argon [18]. The model has only two free parameters
(C, b) when describing electron recoils. Using the 2.82-keV
37Ar K-capture calibration data a best fit (Fig. 4) yields
C ¼ 2.37 and b ¼ 0.61 when E is expressed in V=cm.
Using these values for b and C, the number of initial ion-

electron pairs (Ni) is left as a single free parameter when
applied to nuclear recoil data. Fitting to the data (Fig. 4),
we observe good agreement and find Ni ¼ 72 % 2, assum-
ing this model remains valid at high (saturating) field
values. The fact that recombination in liquid argon can be
described by the same phenomenological model for few-
keVelectron and nuclear recoils suggests a similarity in the
spatial distribution of electrons and ions for these different
energy-deposition mechanisms.
Using Eq. (2) and the calculations of Lindhard et al. [19]

for the partitioning of nuclear recoil energy (f ¼ 0.25)
results in Nex=Ni ¼ 0.19, which is surprisingly similar to
the value for electron recoils. Alternatively, if Nex=Ni ∼ 1
(as measured for nuclear recoils in liquid xenon [20]) then
one would find f ¼ 0.42. If confirmed this would suggest a
promising sensitivity of liquid argon at low energies.
Simultaneous measurements of scintillation and ionization
are needed to unambiguously determine f and Nex=Ni.N
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FIG. 4 (color online). Upper: The number of observed electrons
from 2.82-keV 37Ar K-capture events and 6.7-keV nuclear recoils
as a function of E, with the systematic (boxes) and statistical
(bars) uncertainties on the mean. Curves are the best fit obtained
from Eq. (1). Lower: The single-electron peaks used (in con-
junction with 2.82 keV data) to infer the single-electron calibra-
tion for end-point analysis.

TABLE II. Measured ionization yields with uncertainties.

E ðV=cmÞ Qy (e−=keV) Statistical Systematic

240 3.6 þ 0.1
−0.1

þ 0.5
−1.1

640 4.9 þ 0.1
−0.2

þ 0.6
−1.2

1600 5.9 þ 0.2
−0.2

þ 0.7
−1.4

2130 6.3 þ 0.1
−0.3

þ 0.8
−1.6

TABLE I. Uncertainties in ionization yield (Qy) end-point
analysis.

Component Statistical (%) Systematic (%)

Single electron peak 2–10 10
Single electron calibration 2 10
χ2 analysis 3–5 & & &
Input spectrum & & & 5
Background subtraction & & & 1–3
Slope of Qy in model 240 V=cm & & & þ 5

−25
“ 640 V=cm & & & þ 2

−18
“ 1600 V=cm & & & þ 0

−19
“ 2130 V=cm & & & þ 0

−21
Liquid argon purity & & & 5
Drift field (E) & & & 6
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4. Discussion

It is interesting to compare the data in Fig. 5 against the
Thomas–Imel box model [22] that predicts the fraction of electrons
that escape recombination as

ne

Ni
¼

1
ξ
lnð1þ ξÞ; ξ¼

Niα
4a2uE

ð1Þ

where α and u are the recombination and mobility coefficients, E is
the electric field, a is the box dimension parameter and ne is the
number of electrons escaping recombination. Following the sugges-
tion in Ref. [4], the number of initial electrons Ni is calculated
assuming a value wq¼19.5 eV for the energy required to create a
quanta (either ionization or excitation) in liquid argon [5] and an
initial partitioning between the two channels of Nex=Ni ¼ 0:21 [23].

Eq. (1) is fitted to the data with α=ð4a2uEÞ as a constant free
parameter, as shown in Fig. 5. These calculations are consistent
with those obtained from argon extensions to the Noble Element
Simulation Technique [24]. Excellent agreement of the model with
experimental data suggests that it is applicable in liquid argon at
low energies. An experimental verification of this behavior at
different values of the drift electric field is currently being
performed.

In conclusion, we have shown that dual-phase argon ionization
detectors are sensitive to sub-keV electron recoils. We have also
provided a novel calibration technique in this energy range
through the use of 37Ar. This first demonstration of sensitivity in
the sub-keV to few keV range in liquid argon enables the
possibility of a sensitive search for axion-like particles, via the
axio-electric effect [25]. We are also developing a technique to
produce 37Ar with no 39Ar contamination. If this is successful, this
calibration tool should be useful for noble-liquid detectors such as
LUX [26] and DarkSide [27]. Moreover, these data indicate that
low-energy electron recoils in liquid argon can be modeled using a
simple approach to electron recombination based on the Thomas–

Imel box model. Efforts are underway to further corroborate these
conclusions at different electric fields. We are also working to get
experimental data on the ionization yield of low-energy nuclear
recoils for the future development of both the CNNS and dark
matter detectors.
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Fig. 5. Dependence of detected ionization in the 37Ar and 55Fe peaks from the
spectrum of Fig. 3 on the induced electron recoil energy. The solid curve is the
result of the fit of the experimental data using the Thomas–Imel box model as
described in the text. The value of the single free fit parameter is provided in the
figure. Data obtained at an electric field of 2.4 kV/cm.
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the gate time between 2 μs and 7:5 μs affects the results by o1%.
The single photo-electron amplitude of each PMT is used to
compute the total event energy in unit of s.p.e. across all channels.

The single photoelectron response of each PMT was calculated
for each dataset by analyzing isolated single photoelectrons that
appear in the tail of S2 events. This approach determines the PMT
responses at the operating temperature (89 K).

The PMTs geometric efficiency for secondary light varies by
30–40% across the radius of the detector. In order to reject edge
events, a simple fiducialization algorithm was used to quantify the
X–Y position of each event. The algorithm produces a fiducial
coordinate based on center-of-mass weighting of the light
collected by each PMT. A fiducial cut that selects the central ∼
40% of the active region volume is used.

Two additional cuts are used for event selection. First of all we
require that the event start time is within 5 μs from the trigger
position. We also require that no more than 3 s.p.e. are present in
the pre-trigger and no more than 5 s.p.e. after the end of the event.
The first cut ensures that the event identified by the analysis is
fully contained in the digitized waveform. The second cut limits
pile-up, in particular when a low-energy event happens near the
end of a high-energy event.

In Fig. 2 we show the spectra collected before and after
injecting ∼2 kBq of 37Ar in our detector. Before injection, only
the peak from the 55Fe source is present. After 37Ar is liquefied and
mixed with the rest of the argon, two more peaks appeared from
K- and L-shell electron capture of 37Ar.

The spectrum with 37Ar is fitted in Fig. 3. The low-energy
background is modeled with two exponentials. The 55Fe source is
described by two Gaussians, one at 5.90 keV and the second at
6.49 keV. These values come from the weighted average of the four
most prominent x-ray lines in the 55Fe decay [16]. The relative
amplitude of the two peaks was constrained accordingly to a
factor ð2:99=25:4Þ. The width of the smaller peak at 6.49 keV was
also fixed from the value of the primary 5.90 keV peak. The two
37Ar peaks were also modeled with two independent Gaussians.

A relative branching ratio of 0.11670.013 for the L- over K-shell
electron capture for 37Ar is calculated from the fit. This branching
ratio is in good agreement with previous measurements in
gaseous argon [17–20].

During the same run we were able to measure the detector
response to single ionization electrons (i.e.). Single electron events
appeared following electric discharge in the detector, their rate
decreasing over the course of several hours. The production

mechanism of those single electrons is not fully understood at this
time. The single i.e. spectrum is shown in Fig. 4. In order to study
the population of single electrons, a stricter cut is applied, requiring
less than 1 s.p.e. before or after each event. The fiducialization cut
was removed as it is not effective at this very low number of p.e.
The average event width for single electrons was ∼6 μs, with longer
events due to pile up of more than one single-electron event, as
shown in the inset of Fig. 4. The spectrum is fitted using two
Gaussians to describe single- and double-electrons events. The
mean and width of the double-electrons Gaussian are constrained
from the values of the single electrons distribution. The single
electron response is 8.2 p.e/i.e. with a one sigma resolution of 3.4 p.
e. This number of p.e./i.e. is consistent with the yield of secondary
scintillation light in gas argon [21] and the estimated collection
efficiency in our detector (approximately 1–2%).

Using the single electron response, we compute the number of
electrons extracted from liquid argon for each of the three main
peaks in Fig. 3. These are plotted in Fig. 5 as a function of the
nominal energy deposited in the detector.
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Fig. 2. Comparison of the spectra collected before (dotted line) and after (solid
line) the injection of 37Ar in the detector. The rightmost peak present in both
spectra comes from the 55Fe located inside the active volume. Data obtained with
an electric field of 2.4 kV/cm in the drift region and of 9.0 kV/cm in the amplifica-
tion region.
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Fig. 3. Fit to the spectrum of the data collected after injection of 37Ar. The peaks are
due to the 55Fe and 37Ar calibration sources. The individual components of the fit
are shown as dashed lines. Data obtained with an electric field of 2.4 kV/cm in the
drift region and of 9.0 kV/cm in the amplification region. χ2/d.o.f.¼125.5/115.
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Fig. 4. Single electron spectrum obtained in the same electric field configuration of
the 37Ar data. The spectrum is fitted with two Gaussians describing the single- and
double-electrons events. Data obtained with an electric field of 2.4 kV/cm in the
drift region and of 9.0 kV/cm in the amplification region. χ2/d.o.f.¼115.4/94. In the
inset, scatter plot of the event width vs the collected light in p.e. for the events in
the spectrum. The distribution shown in the inset agrees with expected behavior
for single and double-electron events, the extended length of some double-electron
events is a result of pile-up of two single-electron events.
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the search for Dark Matter and coherent elastic neutrino scatters
[4–7]. Since the secondary volume of our detector is nearly
identical to that of a dual-phase detector, much of this work is
relevant for understanding the performance of dual-phase
secondary volumes.

In the next section we describe the construction and operating
conditions of our single-phase detector. In Section 3, we describe
the digital data acquisition system and our analysis of the raw
digitized signals. In Section 4 we discuss the systematics of
scintillation light production that are directly related to the
physical setup of the detector, and in Section 5, we examine
factors that degrade the signal. Section 6 compares experimental
and simulation data in the low-energy recoil regime. Throughout
the article, we discuss ways to increase or stabilize the light
generation or collection. We conclude with a discussion of ways
to optimize detection of coherent neutrino scatter events.

2. The single-phase detector

In our single-phase detector, shown in Fig. 1, aluminum rings
define the electric field in the primary volume, and an aluminum
hemisphere prevents breakdown between the high electrostatic
potential elements and the steel chamber that enclosed the
detector. The 4-cm-high secondary volume was bounded above
and below by fine wire meshes, which provide a more uniform
electrical field than is present in the primary volume. Each wire
mesh was made of 30mm gold-plated tungsten wires with a 1 mm
pitch. The entire apparatus was supported on acrylic rods, with
acrylic spacers providing physical and electrical separation where
necessary. The field rings were 1 cm thick, separated by 1 cm, and
their inner diameter was 10.2 cm. The diameter of the viewport
was 7.6 cm, with a photomultiplier (PMT) radius of 5.1 cm.

There were two configurations of the detector, one with a
moveable collimated source and a 9-cm-high primary volume,
and one with a static collimated source and a 12-cm-high primary
volume.

A DC potential across the drift volume was established by
linking adjacent field rings with 75 MO resistors. A 375 MO
resistor was used between the upper, grounded grid and the
lower grid nearest to the primary volume. The rings farthest from
the viewport, in direct electrical contact with the hemisphere,
created a region of low electric field around the calibration source
and collimator.

The detector itself was contained in a 40.6 cm!40.6 cm
stainless steel cylindrical pressure vessel. The temperature was
not actively regulated. We evacuated the chamber and gas feed
using a turbo pump until we achieved a vacuum of approximately
10"6 Torr. We then sealed off the pump and introduced # 10 Torr
of argon gas to the chamber to increase the pressure to a range
compatible with the Baratron pressure gauge. We introduced
6 Torr of nitrogen gas to radiate light at a wavelength compatible
with the PMT, as pure argon scintillates at 128 nm, a wavelength
too short to be observed by the PMT. After adding the nitrogen
content, we filled with an additional 390 Torr of Ar (optimization
of the nitrogen content is discussed in Section 4.1). One benefit of
this multi-step process was to allow timely diffusion of the
nitrogen into the chamber. The argon and nitrogen were obtained
by from the Lawrence Livermore National Laboratory gas facil-
ities, who reported the purity was 99.998% and 99.995%,
respectively.

To optimize the electric potentials, we independently in-
creased both the primary and secondary potentials until we
observed consistent electrostatic discharge. We then lowered the
potentials to reduce the rate of discharge to no more than
approximately once per hour. We developed an algorithm,

7.6 cm

4 cm1 cm

1 cm

10.2 cm

12 cm

Fig. 1. Single-phase argon detector. (a) The secondary volume is the open volume bracketed above and below by the toroidal high-potential field shaping rings. The
primary volume is below the secondary volume. The clear acrylic rod on the left is the pivot for changing the placement of the collimated source within the primary
volume. The curved white tube on the right is the HV supply for the drift volume inside a teflon insulator. The HV supply for the secondary volume is partly visible between
the toroidal shaping rings, along with the three acrylic support rods and (b) The steel parts are shown in blue, aluminum in gray, and the quartz window in yellow.
(a) Photograph of the detector, shown with moveable, collimated source and (b) Dimensions of the detector, shown with static source collimator plane just above the
hemisphere. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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presents the principal transition energies and intensities for the
argon K shell. Repeating the above primary X-ray exercise for
the transition probabilities within argon gives energies of 2.930
and 3.163 keV, with fractional probabilities 0.106 and 0.009,
respectively.

Each of the two primary X-ray peaks had two accompanying
X-ray escape peaks for a total of six peaks, each of which is
modeled by a Gaussian. We also assumed a constant plus
exponential background, with the exponential curve having its
own horizontal offset for ease of setting the initial values in the
calibration fit. Thus there were originally 22 parameters in the
calibration fit. After applying appropriate constraints on the peak
intensities, energies, and widths, there were just nine free
parameters left.

We applied the resulting calibration model to the prefiltered
background data (see Section 3.3), with the result shown in Fig. 5.
The reduced w2 implies an acceptable calibration model. The
calibration constant was 45:2770:07 V ns=keV.

3.3. Data prefilter

For the current study, we were interested in the events related
to electron transition through the secondary volume. Most of the
externally triggered 200-ms traces, however, contained only single
photoelectron (s.p.e.) pulses resulting from emission of thermal
electrons within the PMT. We therefore prefiltered the data before
recording it to disk, which conserved hard drive space and
reduced analysis time.

In this prefilter, we required that at least one event in the trace
have a width appreciably greater than that of an s.p.e. pulse.

The width of a single pulse was up to 30 ns, and a small electronic
reflection caused a secondary bipolar pulse about 40 ns later.
While the amplitude of the reflected bipolar pulse was roughly
1/5 of the amplitude of the primary pulse, it diminished the total
area by roughly 7%. For a relative measurement, however, the
effects of this reflection were greatly reduced during detector
calibration. To avoid the effects of the reflected pulse in the
triggering, however, we set the prefilter timing threshold to
100 ns. If there was even one event in a waveform that had a
width of at least 100 ns, the DAQ recorded the entire 200-ms trace
to disk. Note that the DAQ trigger was unchanged between
prefiltered and unfiltered data—the only difference was whether
or not the trace was recorded.

As a systematic check on the prefiltering, we obtained both
unfiltered and prefiltered data and plotted the resulting spectra
on the same set of axes. The unfiltered and prefiltered data sets
were accumulated over 2 h (120 data files) and 9.5 h (70 data
files), respectively. There were 5470 counts in the composite
primary X-ray peak in the unfiltered data and 28 300 counts in the
same composite peak in the prefiltered data, so the ratio of events
was commensurate with the ratio of the length of the data runs.
Given the unequal number of iron events in the two sets, we
normalized each curve by the area of the primary 5.9 keV X-ray
peak. Fig. 6 shows the results after calibration and normalization.
The two sets of centroids, amplitudes, and widths of primary and
escape X-ray peaks are all within 1s. We concluded the prefilter
does not significantly affect the data given our set of analysis cuts.

3.4. Relating event width and event integral

As an extra tool for analysis of the experimental data, we
created a scatter plot to better understand the relationship
between energy and event width, shown in Fig. 7. A cut around
an event width of ! 2:3ms selects true events resulting from
electron transit through the secondary volume. Conversely, an
analysis cut around an energy of 6 keV preferentially will select
55Fe events, e.g., for calibration purposes.

The tail of the event time width of the 3- and 6-keV peaks
result from two effects. First, the continuous slowing down
approximation range of 3- and 6-keV electrons in our chamber is
0.59 and 1.94 mm, respectively [15]. Using magboltz, these ranges
add a maximum of 0.03 and 0:09ms. Secondly, the choice of gate
time can artificially extend the event envelope in the manner

Table 2
Electron transitions in argon given a missing K-shell electron. Transition energies
and intensities come from the Evaluated Atomic Data Library [14].

Transition Energy (keV) Frac. prob. of transition

K-L2 2.9282 3.559 "10#2

K-L3 2.9305 7.033 "10#2

K-M2 3.1630 2.913 "10#3

K-M3 3.1632 5.756 "10#3
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Fig. 5. Calibration of the single-phase detector. The data is the histogram, and the
components of the calibration model are shown by the smooth curves. The sum of
the calibration curves is overlaid on top of the histogram. w2=d:o:f ¼ 456:9=471, for
a p-value of 0.67.
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Fig. 6. Comparison of prefiltered and unfiltered data. The differences between
spectral shapes are minimal. The prefiltered data set contained more iron X-ray
events than the unfiltered data set, leading to smaller statistical fluctuations in the
histogram. Graph available in color in online version.

K. Kazkaz et al. / Nuclear Instruments and Methods in Physics Research A 621 (2010) 267–277 271

M.	Foxe	et	al.,	Astropart.	Phys.	69, 
24	(2015)

than the ionization yield obtained perviously [8] by tracking only
neutral Ar atoms.

The primary scintillation and ionization yields in our current
model are nearly identical, because ionization and excitation colli-
sions cross sections for Ar–Ar collisions are very nearly the same
(Fig. 1). The difference between inelastic cross sections for Ar and
Arþ (Figs. 1 and 2) becomes unimportant for the accuracy of the
simulation due to the high probability of charge transfer. On the
other hand, Fig. 3 indicates that distances between exited Ar atoms
of the compact ‘positive core’ became small and comparable to
interatomic distances. At these conditions one should expect effec-
tive pair-recombination of excited states due to Penning ionization,

without requiring direct collision of exited atoms, because electron
tunneling is involved in the Penning process: Ar" þ Ar" ! Arþþ
e# + Ar. As a result, at low recoil energies, ionization yield should
be somewhat higher at the expense of primary scintillation.
Unfortunately, data on Penning ionization in LAr is not available,
in contrast to liquid He, where this process has been extensively
studied both theoretically [25] and experimentally [26].

3. The model of electron recombination and electron separation
efficiency

In addition to calculating how many electrons are created in a
given recoil, the fraction of electrons which escape recombination
also needs to be calculated. The simulation of the electron drift is
based on the Cohen–Lekner theory [27], as described by Wojcik
[28]. The method for simulating electron drift and recombination
for incident electron energies up to 10 keV has been presented in
[20]. The position of the secondary electrons is obtained from the
atomistic Monte Carlo, and the subsequent transport is performed
using the framework described in Ref. [20].

Tallying the number of electrons which survive local recombina-
tion after thermalization and drift in the externally applied field
yields the electron separation efficiency (‘electron extraction effi-
ciency’ is usually used to describe the process of extraction of elec-
trons from the liquid into the gas phase in dual-phase detectors).
This calculation is performed for various electric fields and for
two representative electron emission energies from the Ar atom:
3 eV and 10 eV [23], Fig. 5. Little difference is seen in the charge sep-
aration efficiency for different electron emission energies. This is
because the electron thermalization length is only weakly
dependent on initial electron energies for the large (>1 eV) electron
energies; calculations for the range of 1–5 eV were performed in
Ref. [24]. Thus, we can disregard the real distribution of emitted
electron energies for the energy range 1–10 eV. All the electrons
should thermalize away from the dense positively charged core of
the track; the size of this core is given by the range of Ar recoils
in Fig. 3. As a result, a small number of positive ions in the core
require only a weak external field to prevent recombination. In con-
trast, ionization electrons produced with very low energies, ‘near
zero energy electrons’, should thermalize in close proximity to posi-
tive core and a larger electric field will be required to separate them
from the core. Ionization electron energies below 1 eV were inac-
cessible in the experiment performed in Ref. [23], and the relative
value of ‘near zero energy electrons’ is unknown.

Table 2
A summary of the possible interactions between neutral and charged Ar atoms as they
slow down. Here, Ip is the ionization potential, Eelec is the ejected electron energy, and
Eexc is the atomic excitation energy. ‘COM’ is center of mass.

Particle Target Collision type COM E loss

Ar Ar Elastic 0
Ar Ar Ionization Eelec þ Ip

Ar Ar Excitation Eexc

Arþ Ar Charge transfer 0

Arþ Ar Ionization Eelec þ Ip

Arþ Ar Excitation Eexc
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Fig. 3. The range of the Ar atoms in LAr (red) is on the order of nm, which is much
shorter than the range of electrons of the same energy (blue) [20]. Both ranges come
from the respective simulations. The ionization electron thermalization length of
2.6 lm (green-dashed) is very weakly dependent on the secondary electron energy
in the range of 1–5 eV [24]. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Technical Work Plan

• Over	the	5-year	period,	this	project	will	help	to	advance	the	
noble	element	detector	technology	towards	CEνNS	
demonstration	at	a	nuclear	reactor	
• Major	tasks:	

• Explore	the	reduction	of	background		by	complete	
electron	extraction	from	LXe		
• Measure	and	maximize	the	electron	extraction	efficiency	
from	LAr	
• Measure	the	LAr	and	LXe	ionization	yield	at	low	energies	
consistent	with	reactor	antineutrino	CEνNS	
• Explore	an	opportunity	to	deploy	a	demonstration	
experiment	within	the	Advanced	Instrumentation	Testbed	

90

Figure 5.2. The G/NARRLI detector is placed on a movable cart for easy transporta-
tion to nuclear quenching measurement locations. The recirculation system is used to
purify the Ar and keep the electron collection e�ciency consistent over an extended
period of time.

5.2 Electrostatic Model

5.2.1 COMSOL Model Setup for the G/NARRLI Detector

Understanding the electric field uniformity within the G/NARRLI detector is im-

portant for estimating the reduction of electron collection e�ciency by edge e↵ects

within the active volume. An electrostatic model of the G/NARRLI detector was

created to check the electric field uniformity within the active volume. The electro-

static model was prepared using COMSOL [144], a finite element analysis software

package. The geometry was approximated as a 2-dimensional axially symmetric

detector, Figure 5.3. The outer boundary defined by the aluminum support rods

and the bottom aluminum support plate are set to ground in the simulation. The

cross sections of the field rings are assumed to be rectangular, which increases the

e↵ect of the electric field near the corners of the field rings. In the experiment, the

corners of the field rings are rounded o↵ to decrease the electric field strength near

Existing	LAr	detector	testbed	at	LLNL
9
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FIG. 10. The derived EEE values as a function of extraction
electric field (in liquid xenon) for both the LF run (red trian-
gles) and the HF run (blue squares). 100% EEE is defined as
the average value between 7.5 and 10.4 kV/cm. Systematic
uncertainties in the measurements are illustrated using the
bands. For comparison, we also show the relative EEE mea-
surement results from XENON100 [16] (magenta diamonds)
and PIXeY [17] (grey circles), along with the absolute EEE
results from Gushchin et al. [15] (green dots), and LUX [2]
(cyan squares, extraction field values are calculated using the
reported geometries and the assumption of 0.5±0.5 mm higher
liquid level than the spillover resevior due to fluid dynamics).
Relative measurements are shown as hollow markers, while
absolute measurements are shown as solid markers.

up to 10.4 kV/cm in the liquid, compared to <7.1 kV/cm
in PIXeY [17], <6.1 kV/cm in XENON100 [16], and
<4.3 kV/cm in Gushchin et al. [15]. This result agrees
with that of PIXeY, XENON100, and LUX [2] (indirect
method, Equation 1) at low field values; at high fields, the
discrepancies with XENON100 and PIXeY are likely to
be the result of the di↵erent scaling factors used when the
experimental results are reported. In the relative EEE
scale used in this work, the highest EEE value measured
in XENON100 corresponds to ⇠92% e�ciency, and that
in PIXeY corresponds to ⇠96% e�ciency. The Gushchin
experiment was designed to measure the absolute EEE
values, so it is not subject to such biases; but due to the
lack of details in [15] we do not attempt to resolve the
discrepancy.

The highest electric field covered in this experiment
far exceeds that used in any existing or proposed xenon-
based dark matter experiments. With the observation
of an apparent EEE saturation and the excellent agree-
ment with other recent measurements, this work o↵ers
the most comprehensive calibration of EEE for dual-
phase xenon TPC experiments to date. Using the EEE
scale in Figure 10, ⇠10-15% of ionization electrons were
left un-extracted in the XENON10 and XENON100 ex-
periments, to the contrary of the assumed ⇠100% elec-
tron extraction; re-emission of these electrons can pos-
sibly explain the high observed background rates in the
charge-only dark matter searches [13, 14]. Characteri-
zation and reduction of this unextracted electron back-

ground will help us achieve a complete understanding
of the low-energy ionization-like background observed in
xenon-based dark matter experiments [16, 18, 19, 45]. If
a substantially lower background electron level can be
achieved, a compact detector at the order of ⇠10 kg may
o↵er compelling sensitivity to low-mass WIMPs and cer-
tain dark sector dark matter particles [46]. In addition,
such detector development may also enable the moni-
toring of reactor anti-neutrinos using compact noble liq-
uid TPCs [6] through the recently demonstrated coherent
elastic neutrino nucleus scattering process [47].
Lastly, this experimental result on the extraction of hot

electrons from liquid xenon into the gas phase under the
influence of electric field also contributes to the studies
of hot electron transport in non-polar liquid and across
phase boundaries. Noble liquids such as xenon resemble
the simplest dense matter and disordered systems, elec-
tron dynamics in which have been the topic of continuing
studies in condensed matter physics [23, 26–32], plasma
physics [48], and laser developments [49].

VI. CONCLUSION

We report a new measurement of the e�ciency of
extracting electrons from liquid xenon into gas over
a large range of extraction electric field, which is a
key performance parameter for xenon-based dark matter
experiments. By demonstrating previously unattained
high voltage performance, we studied the EEE values
at the highest electric field strength reported to date.
For the first time, a strong evidence of EEE satura-
tion is observed over a large electric field window of
7.5-10.4 kV/cm. Combining this observation with elec-
tron transport and emission models developed for liquid
xenon, we suggest that this relative EEE result may be
used to infer the absolute EEE scale. This result o↵ers
the most comprehensive electron extraction e�ciency cal-
ibration for both existing and future xenon TPC exper-
iments. It also provides valuable information for xenon-
based experiments to obtain a better understanding of
their low electron background and thus improve their po-
tential sensitivity to low-energy dark matter interactions
and to reactor antineutrinos.
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Expected Impact
Reduction	of	detector	mass	for	
reactor	monitoring	applications

Monitoring	of	spent	fuel	using	
antineutrinos

Fundamental	science

• Neutrino	transport	in	neutron	
stars	and	in	stellar	collapse	

• Determination	of	background	
for	WIMP	searches

• Reduction	of	detector	mass/
volume	by	2-3	orders	of	
magnitude	

• Compact	deployment	within	
the	plant	perimeter

• Ability	to	monitor	spent	
nuclear	fuel	over	a	longer	
period	as	the	antineutrino	
spectrum	softens
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MTV Impact

•MTV	provides	a	framework	and	support	
for	collaboration	with	the	Rare	Event	
Detection	Group	at	Lawrence	Livermore	
National	Laboratory	

• Acceleration	of	advanced	noble	element	
R&D	at	national	laboratories	

• Support	for	participation	in	key	technical	
meetings	(Applied	Antineutrino	
Workshop,	IEEE	Nuclear	Science	
Symposium,	SORMA)	

• Student	transition	into	national	
laboratory	careers
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Figure 7.4. Neutron spectrum at an angle of 45� (blue) [132, 133] with a sharp drop
o↵ at the low-energy side of the 80 keV resonance in the cross section for neutron elastic
scatter on Ar (red) [157].

Figure 7.5. The collimator and detector were aligned to 45� using a laser pointed
through the collimator. When the laser reflected o↵ a 45� mirror back into itself, the
collimator and detector were both at 45�.

Example	of	recent	personnel	impact:	

Michael	Foxe	
Past	PhD	working	on	CEνNS	using	LAr	
Current	position:	staff	scientist	at	PNNL
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Conclusion

• CEνNS	is	a	method	for	neutrino	detection	that	could	contribute	to	
nuclear	safeguards,	including	reactor	and	spent	fuel	monitoring	
• CEvNS	has	yet	to	be	demonstrated	using	reactor	antineutrinos	
• CEvNS	has	the	largest	cross	section,	but	significant	R&D	is	needed	to	
evaluate	its	performance	when	compared	to	inverse	beta	decay		
• This	research	will	leverage	synergistic	LLNL	initiatives	and	prior	
collaborations	on	argon-based	dual-phase	detection	
• There	is	a	path	to	integrate	future	demonstrations	with	the	Advanced	
Instrumentation	Testbed	
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